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Moving to a new version or fix pack of DB2 should not be a scary event for databases using the 

high availability disaster recovery (HADR) feature. Fear of an outage or re-initialization of 

your standby is no longer a concern. This presentation will introduce to you and detail the 

procedures to perform a rolling update and a major release upgrade of your HADR single 

standby, HADR multiple standby and HADR pureScale databases. A detailed step by step 

analysis, with examples, from start to end so that you can get your database to the latest versions 

of DB2 with the least amount of concern.
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strategy, which are subject to change by IBM without notice. IBM shall not be 

responsible for any damages arising out of the use of, or otherwise related to, this 

publication or any other materials. Nothing contained in this publication is intended to, 

nor shall have the effect of, creating any warranties or representations from IBM or its 

suppliers or licensors, or altering the terms and conditions of the applicable license 

agreement governing the use of IBM software.

References in this presentation to IBM products, programs, or services do not imply that 

they will be available in all countries in which IBM operates. Product release dates 
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commitment to future product or feature availability in any way.  Nothing contained in 

these materials is intended to, nor shall have the effect of, stating or implying that any 

activities undertaken by you will result in any specific sales, revenue growth or other 
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results. 

Performance is based on measurements and projections using standard IBM 

benchmarks in a controlled environment.  The actual throughput or 

performance that any user will experience will vary depending upon many 

factors, including considerations such as the amount of multiprogramming in 

the user's job stream, the I/O configuration, the storage configuration, and the 

workload processed.  Therefore, no assurance can be given that an individual 
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customer.
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Linux is a registered trademark of Linus Torvalds in the United States, other 

countries, or both. 
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Moving to a new version or fix pack of DB2 should not be a scary event for databases using the 

high availability disaster recovery (HADR) feature. Fear of an outage or re-initialization of 

your standby is no longer a concern. This presentation will introduce to you and detail the 

procedures to perform a rolling update and a major release upgrade of your HADR single 

standby, HADR multiple standby and HADR pureScale databases. A detailed step by step 

analysis, with examples, from start to end so that you can get your database to the latest versions 

of DB2 with the least amount of concern.
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Update

https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.admin.ha.do

c/doc/t0011766.html

Upgrade

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/c0070028.html
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All DB2 fix pack updates, hardware upgrades, and software upgrades should be implemented in 

a test environment prior to applying them to your production system.

11.1.0.0 (GA) does not support online rolling member fix pack update.  Need to use 

TAKEOVER method.

Preparing to install a fix pack

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.server.

doc/doc/t0024977.html
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https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.server.doc/doc/t0024977.html


9



10



Configuring automatic client reroute and High Availability Disaster Recovery (HADR)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.ha.

doc/doc/c0011558.html

DB2 high availability instance configuration utility (db2haicu)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.ha.

doc/doc/c0051371.html

installFixPack - Update installed DB2 database products command

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.cm

d.doc/doc/r0023700.html
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Performing rolling updates in a DB2 high availability disaster recovery (HADR) 

environment

https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.admin.

ha.doc/doc/t0011766.html
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Rolling updates with multiple HADR standby databases

https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.admin.

ha.doc/doc/c0060225.html
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Installing online fix pack updates to a higher code level in a HADR environment

https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.qb.server.do

c/doc/t0061250.html
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https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.qb.server.doc/doc/t0061250.html
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Performing rolling updates in an automated DB2 high availability disaster recovery 

(HADR) environment

https://www.ibm.com/support/knowledgecenter/SSEPGG_11.1.0/com.ibm.db2.luw.admin.ha.do

c/doc/t0056202.html
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Upgrading a DB2 server (Windows)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0007199.html

Upgrading a DB2 server (Linux and UNIX)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0007200.html
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https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgrade.doc/doc/t0007199.html
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QUIESCE command

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.cm

d.doc/doc/r0008635.html

db2start - Start DB2 command

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.cm

d.doc/doc/r0001939.html
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DB2 high availability instance configuration utility (db2haicu)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.ha.

doc/doc/c0051371.html
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db2iupgrade - Upgrade instance command

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.cm

d.doc/doc/r0002055.html

db2ckupgrade - Check database for upgrade command

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.admin.cm

d.doc/doc/r0002028.html
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Upgrading DB2 servers in HADR environments

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070030.html
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https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgrade.doc/doc/t0070030.html


49



50



51



Upgrading DB2 servers in HADR environments (without standby reinitialization)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070029.html

Recovering through a DB2 server upgrade

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070050.html
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Upgrading DB2 servers in HADR multiple standby environments (without standby 

reinitialization)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070095.html
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Recovering through a DB2 server upgrade

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070050.html
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Recovering through a DB2 server upgrade

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070050.html
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Upgrading DB2 servers in HADR pureScale environments (without standby 

reinitialization)

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070096.html

Upgrading a DB2 pureScale server

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0060571.html

Recovering through a DB2 server upgrade

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070050.html
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Upgrading DB2 servers in an automated HADR environment

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgra

de.doc/doc/t0070016.html
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Scenario 1: In DB2 Version 10.5 Fix Pack 7 or later, if the primary's log shipping functionality 

and the standby's log replay functionality are not healthy causing db2iupgrade/db2ckupgrade to 

fail. 

If the issue cannot be fixed within the upgrade window, then follow the previous HADR 

procedure that requires the stopping of HADR and reinitialization discussed in Upgrading DB2 

servers in HADR environments.
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Scenario 2: In DB2 Version 10.5 Fix Pack 7 or later, if the primary's log shipping functionality 

and the standby's log replay functionality are healthy but the standby's replay position is still 

behind the primary's log shipping position causing db2iupgrade/db2ckupgrade to fail. 

Ensure that replay delay is turned off by setting hadr_replay_delay to 0. Try to allow more time 

for the standby to catch up by increasing the hadr_timeout value. If neither of these options 

allow for the log positions to match within the upgrade window, then follow the previous HADR 

procedure that requires the stopping of HADR and reinitialization discussed in Upgrading DB2 

servers in HADR environments.
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Scenario 3: In DB2 Version 10.5 Fix Pack 7 or later, if the primary database becomes 

unavailable preventing db2iupgrade/db2ckupgrade from being run.

If the primary database cannot be brought back up within the upgrade window, switch roles on 

the standby and then follow the previous HADR procedure that requires the stopping of HADR 

and reinitialization discussed in Upgrading DB2 servers in HADR environments.

Scenario 4: In DB2 Version 10.5 Fix Pack 7 or later, if the standby database becomes 

unavailable preventing db2iupgrade/db2ckupgrade from being run. 

If the standby database cannot be brought back up within the upgrade window, then follow the 

previous HADR procedure that requires the stopping of HADR and reinitialization discussed in 

Upgrading DB2 servers in HADR environments.

83

https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgrade.doc/doc/t0070030.html?view=kc
https://www.ibm.com/support/knowledgecenter/en/SSEPGG_11.1.0/com.ibm.db2.luw.qb.upgrade.doc/doc/t0070030.html?view=kc


Scenario 5: In DB2 Version 11.1, if the primary database becomes unavailable preventing the 

upgrade procedure from continuing on the standby. 

If the primary database cannot be brought back up within the upgrade window, on the standby 

issue STOP HADR followed by ROLLFORWARD DATABASE with the STOP option. This 

will turn the database into a non-HADR database. The database will now be upgrade pending 

and so issue the UPGRADE DATABASE command to continue the upgrade. Once complete 

refer to Post-upgrade tasks for DB2 servers and Verifying upgrade of DB2 servers. HADR must 

be reinitialized. 

Scenario 6: In DB2 Version 11.1, if the standby database becomes unavailable preventing the 

UPGRADE DATABASE command from starting up on the primary. 

If the standby database cannot be brought back up within the upgrade window, on the primary 

issue STOP HADR. This turns the database into a non-HADR database. The database will still 

be upgrade pending so reissue the UPGRADE DATABASE command to continue the upgrade. 

Once complete refer to Post-upgrade tasks for DB2 servers and Verifying upgrade of DB2 

servers. HADR will have to be reinitialized. 
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Scenario 7: In DB2 Version 11.1, if the standby database becomes unavailable while in upgrade 

in progress state. 

Once the UPGRADE DATABASE command is issued on the primary and the primary forms a 

connection with a standby database, the upgrade will proceed without issue on the primary and 

will eventually complete successfully. The concern is that there is no standby database replaying 

log data, which leaves an exposure to a loss of the primary. Post upgrade the primary database 

can still be brought up through the START HADR command specifying the BY FORCE option. 

At this point, all attempts should be made to resolve the issues with the standby. Once resolved, 

since the standby was in upgrade in progress state, the UPGRADE DATABASE command 

should be issued. The standby continues to replay the upgrade log data shipped by the primary 

until it completes and is no longer in the upgrade in progress state. 

Scenario 8: In DB2 Version 11.1, if the UPGRADE DATABASE command with the 

REBINDALL option was specified on the primary and the standby database becomes 

unavailable while in upgrade in progress state. 

The difference from Scenario 7 is that on the primary the UPGRADE DATABASE command 

was specified with the REBINDALL option. In this case, the UPGRADE DATABASE 

command requires and attempts a new connection to the database. If the standby database is not 

available during this second connection attempt, the UPGRADE DATABASE command returns 
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SQL1499W. SQL1499W can be returned for many other reasons so the DB2 

diagnostics log may be required to tell what failed and whether this scenario applies. 

If so, the primary database can still be brought up through the START HADR 

command specifying the BY FORCE option. Rebinding can still take place manually 

at this point. But, all attempts should be made to resolve the issues with the standby. 

Once resolved, since the standby was in upgrade in progress state, the UPGRADE 

DATABASE command should be issued. The standby continues to replay the upgrade 

log data shipped by the primary until it completes and is no longer in the upgrade in 

progress state. 

At any time, if there are issues with the upgrade to DB2 Version 11.1, you can reverse 

the upgrade or fall back from DB2 Version 11.1 to a pre-DB2 Version 11.1 release. 

See Reversing DB2 server upgrade to learn all the required steps to reverse a database 

upgrade.
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The future is no difference between rolling updates and rolling upgrades.  Be able to 

update/upgrade versions with no or very minimal database outage.
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With the announcement of the end of service of DB2 LUW Versions 9.7 and 10.1 now is the 

time to start preparing your upgrade strategy.
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Come and learn more about general upgrade best practices and what is new by industry expert 

Melanie Stopfer.  These 2 presentations are also available at IDUG NA 2017.
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Please complete your evaluations before leaving and connect with Michael on Twitter at 

@roecken and LinkedIn. 
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